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A quick method for estimating egg density in sample bottle  
from fishery stock survey

Masatoshi HASEGAWA1†, Toshihide KITAKADO2, Shigehide IWATA2 and Eiji TANAKA2

A rapid assessment of surveys of egg production of a fishery stock, such as the Japanese anchovies Engraulis ja-
ponicus or Japanese sardines Sardinops melanostictus, is one of the information necessary for predicting of the daily 
catch in the local whitebait fishery. We proposed a sequential combined method that consists the method of Most 
Probable Number (MPN) and a direct-count in order to reduce the time required to obtain unbiased estimate of the 
egg densities of the samples. In the method, the mean of egg density is estimated by the MPN if the density is low, 
but is done by a combination of the MPN and the direct-count if it is high. Effectiveness of the method was evalu-
ated by simulation using the survey data of the Japanese anchovy in Suruga Bay. The results showed that the method 
provides good estimates of the true mean saving the time. We discussed about the application of this method.

Key words: egg production survey, most probable number, direct-count, maximum likelihood estimation, quick as-
sessment

Introduction
In Japan, surveys of egg production in a fishery stock, such 
as the Japanese anchovies Engraulis japonicus or Japanese 
sardines Sardinops melanostictus, are carried out by towing 
a plankton net at various sampling points; this is done in 
order to estimate the abundance of spawning stock (Kuroda, 
1991; Oozeki, 2010; Watanabe et al., 1996; Zenitani and 
Kimura, 1997), to forecast the number of recruits (Kuroda, 
1991), and to predict the catch for the whitebait fishery 
(Yasue et al., 2006). To predict the catch amount, a rapid 
assessment of egg production is one of the necessary infor-
mation as well as the environmental factor because daily 
information on the abundance of whitebait is used to make 
a decision of operation in fishing ground and to prepare the 
amount of man power for processing the landed whitebait. 
However, a “direct-count” of the whole number of eggs and 
larvae (below paragraphs, referred as “eggs”) in raw sample 
consumes a great deal of time, and it is essential for quick 
estimation of the mean of the egg density to develop a 
rapid measurement of the egg densities in many samples.

One way to quickly estimate the mean of egg density is 
to apply the method of the Most Probable Number (MPN) 
(McCrady, 1915; Oblinger and Koburger, 1975; Salama et 
al., 1978), because this method requires the only informa-
tion on the presence or absence of eggs in each sub sample 
that is a part of raw sample, and so is faster than perform-

ing a direct-count. In the MPN, the frequency of number 
of eggs in a sample is expressed by the Poisson distribution 
with mean, say μ, and the value of μ is estimated by the 
Maximum Likelihood Estimation using the binomial distri-
bution with the probability of the presence (1-e-μ).

However, the MPN has the two problems. First, the in-
verse transformation of expectation of a variable transfor-
mation of random variable is not necessarily consistent with 
the expectation of the random variable. In the MPN, the 
parameter μ is transformed ( f(μ)=e-μ) from the assumption 
of the Poisson distribution and the likelihood is derived us-
ing the binominal distribution. Since the parameter μ is es-
timated by inverse transformation to the end, then the same 
problem occurs. The reason is because the variance that 
remains in the second-order terms in the Taylor expansion 
at x=μ of f (x) is the bias. In the MPN, because size of sam-
ple is small, the bias becomes remarkable (Haas, 1989). In 
order to correct for this bias, Salama et al. (1978) proposed 
an effective bias-corrected expression, derived from the Tay-
lor expansion of the logarithm of the likelihood function. 
After the proposal of Salama et al. (1978), Salama correc-
tion expression have been adopted in the MPN table by 
Haas (1989), and was incorporated into the computer pro-
gram of the MPN by Klee (1993). The other study of bias 
correction has the following cases. In the case of a larger 
variance than the Poisson distribution, Haas (1989) consid-
ered the application of the negative binomial distribution 
and the ED50 estimation method. To reduce bias, Beliaeff 
and Mary (1993) have applied the binomial distribution, in-
stead of the Poisson distribution to the distribution of the 
eggs. Garthright (1993) corrected the bias in logarithm of 
MPN estimate by using the idea of Salama et al. (1978).
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Second, the MPN will fail to obtain a significant esti-
mate if the sample densities are so high; for example, if all 
of the samples include one or more eggs, then the expecta-
tion of the density is infinite. In such high densities, there-
fore, it is not appropriate to depend directly on the MPN, 
and some modification is necessary.

In this paper, we propose a sequential method that com-
bines the MPN with a direct-count. In the method, the 
mean of egg density is estimated by the MPN if the den-
sity is low, but is done by a combination of the MPN and 
the direct-count if it is high. The bias is corrected by the 
Salama expression (Salama et al., 1978) for the MPN and 
the new expressions for the others. Effectiveness of the 
method was evaluated by simulation using survey data of 
the Japanese anchovy in Suruga Bay in order to examine 
performances of the method, such as the extent of bias re-
duction and time saved. We will also discussed applications 
and suggest further modifications.

Materials and Methods
The Method of the Most Probable Number
We consider estimation of egg density in a “raw sample” 
bottle filled on board. We made some “sub-samples” of dif-
ferent volume levels using the raw sample, and counted the 
number of eggs in the sub-samples. The volume levels con-
sist of unit one, say v1 (ml), and multiple units (v2<v3<…
<vm, i is ascending order about vi). For each level a certain 
sub-samples are made, for example three sample bottles for 
each level.

We expect that the number of eggs per unit volume 

(eggs/ml) in the raw sample is a random variable of the 
Poisson distribution with expectation μ. Let m and wi (w1=v1/ 
v1=1<w2=v2/v1<…<wm=vm/v1, i is ascending order about 
wi) be the number of volume levels and the ratio of the 
volume in i(i=1, 2, …, m)th volume level to the volume in 
the unit one sample (i=1), respectively. Let Ni and ni be the 
number of observations in the ith volume level and the 
number of samples that contain one or more eggs in the ith 
volume level, respectively. Note that the value of wi can be 
set to an arbitrary level. We showed the above-mentioned 
procedure in Fig. 1 as a schematic diagram.

The probability that a sub-sample includes one or more 
eggs is 1-e-wiμ (Salama et al., 1978), and ni follows the 
binomial distribution. The likelihood to be maximized is
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The bias-corrected MLE (Seber, 1982; Haas, 1989), say 
μ̂c, is

μ̂c=μ̂-b (3)

where the bias (Salama et al., 1978), say b, is
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Figure 1.　Schematic diagram of the sample example in the MPN in a case of m=3 and Ni=3. See text for notation. 
Open circle near the pipette expresses an egg.
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Value of μ̂ is numerically computed by such optimization 
methods as the Newton one.
Sequential Combined Method
The flowchart for our Sequential Combined Method (SCM) 
is presented in Fig. 2, as an example for m=3 and 
Ni=3(i=1, 2, 3), that is adopted in the paper.

In the flowchart, either (state of presence/absence of egg) 

or (number of eggs) in the all sub sample are measured in 
the order from the minimum volume level to the maximum. 
To reduce the bias in estimate and save the time consump-
tion, for the first two sub samples from the same volume 
(state of presence/absence) are measured. If the both are in 
(presence), (number of eggs) in the third sample are mea-
sured. If the third contain egg and more, the rest of sequen-
tial sub samples (number of eggs) are measured because 
densities in the sub samples will be high. When the states 
of the first two sub samples are different, for the third sam-
ple (state of presence/absence) is observed. In the next vol-
ume the same procedure is applied (See Fig. 2 for details).

As the results there are the four cases of measurement 
combination in the Fig. 2. Whereas the Case 4 uses the 
MPN for the all sub samples, in Case 1 the direct-count is 
applied to seven in the nine samples (excepting the first 
two samples). For Cases 1–4 the data sets of (state of pres-
ence/absence) or (number of eggs) is tabulated in Table 1.

Based on the data sets for Cases 1–4, the following like-
lihood to be maximized

Figure 2.　Flowchart of a Sequential Combined Method in a case of m=3 and Ni=3. Push forward a process from a 
start terminal towards a bottom. Rectangle shows the process. By the judgment of the rhombus, you choose in 
yes (○) or no (×). You finally choose case 1–4.
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where xi,j is the number of eggs counted in j-th sample of 
i-th volume level.

The MLE of μ, denoted by μ̂, satisfies (See expression 
(2) for Case 4)
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The expressions for the bias-corrected estimate for each 
case are presented in Table 2.
Simulation for survey of Japanese anchovy egg production 
in Suruga Bay
We evaluated estimates from several methods by conduct-
ing a simulation (using the R language). The bias-corrected 
SCM (bc-SCM) was compared with the MPN, the MPN 
with the Salama correction, a direct-count, Case 3, and the 
SCM without the bias correction.

In the anchovy eggs production survey in Suruga Bay 
(Washiyama et al., 2014), a 200 ml bottle was usually ad-
opted and the whole number of eggs was counted in the 
past surveys. The most of the mean density (98% of the 
whole) ranged from 0 (eggs/ml) to 1.0. We change a pa-
rameter μ as follows (μ=0.01 and 0.05–1.00 at intervals of 
0.05).

The performance statistics for comparing efficiency are 
1) point estimate, 2) mean square error (MSE) of the esti-
mate, and 3) the mean of observation volume for an index 
of time consumption. The procedure of the simulation of 
the SCM is summarized in the below paragraphs, as an 
example of m=3 and Ni=3.

One set of computation consists of the following four 
steps:
(1) Generation of data of the number of eggs
Using the value of μ, artificial data of the nine Poisson 
random number (xi,j) are generated.
(2) Data conversion
In each volume level, the number of samples with one or 
more eggs is counted.

Table 1.　The data sets of (state of presence/absence) or (number of eggs) for each cases.

Case
Unit volume 2nd volume 3rd volume

Sample1 2 3 1 2 3 1 2 3

1 P P C C C C C C C
n1 x1,3 x2,1 x2,2 x2,3 x3,1 x3,2 x3,3

2 P/A P/A P/A P P C C C C
n1 n2 x2,3 x3,1 x3,2 x3,3

3 P/A P/A P/A P/A P/A P/A P P C
n1 n2 n3 x3,3

4 P/A P/A P/A P/A P/A P/A P/A P/A P/A
n1 n2 n3

P/A: state of presence/absence.
P: state of presence.
C: number of eggs.
ni: the number of samples that contain one or more eggs.
xi,j: the number of eggs counted in j-th sample of i-th volume level.
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Table 2.　The expressions for the bias-corrected estimate for each case.
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(3) Case identification
Using ni, the Cases are identified due to the flowchart in 
Fig. 2:

Case 1 (ni=3), 
Case 2 (n1≠3 and n2=3),
Case 3 (n1≠3, n2≠3 and n3=3),
Case 4 (elsewhere)

(4) Estimation of μ
The value of μ̂ is estimated using expressions (2) and (8a)–
(8c).
The set from (1) to (4) was iterated 100,000 times.

The other simulations were conducted to estimate the 
mean of the observation volume. Due to the mathematical 
relation between the Poisson distribution and the waiting 
time (Yamada and Kitada, 1999), the measured volume in 
observation of presence/absence, say yi,j, was calculated by 
the following exponential distribution:

f(yi,j)=μ exp (-μ×yi,j)　(0<yi,j<∞) (11)

Generating nine exponential random number (yi,j), the 
Cases were identified by the number of sample with one or 
more eggs, calculated by the following expression:
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Figure 3.　Relationship between the true value (μ) of egg density 
and the differences (μ̄̂-μ) between the estimate and true value 
of egg density by simulation. The method were the MPN, the 
MPN with the Salama correction, a direct-count, Case 3, the 
SCM, and the bc-SCM. The conditions of simulation are as 
follows. The number of simulations was 100,000. μ were 0.01 
and 0.05–1.00 at interval of 0.05. The number of volume 
levels (m) was 3. The number of observations in each volume 
level (Ni) was 3. Volume of unit one was 1 ml (v1). Volumes 
of Multiple units were 5 ml (v2) and 10 ml (v3).

Figure 4.　Relationship between the true value (μ) of egg density 
and the mean square error (MSE) by simulation. The methods 
were the MPN, the MPN with the Salama correction, a direct-
count, Case 3, the SCM, and the bc-SCM. The conditions of 
simulation are as follows. The conditions of simulation are as 
follows. The number of simulations was 100,000. μ were 0.01 
and 0.05–1.00 at interval of 0.05. The number of volume 
levels (m) was 3. The number of observations in each volume 
level (Ni) was 3. Volume of unit one was 1 ml (v1). Volumes 
of Multiple units were 5 ml (v2) and 10 ml (v3).
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Figure 5.　Histogram of the MPN estimate value. True values (μ) were 0.01 and 0.05–0.50 at intervals of 0.05. The fre-
quency distribution of the estimate value of μ were provided as a result of 100,000 times of simulation against a truth 
value. Solid circles represent the true value. Dotted lines represent the average of estimate value of μ. The conditions 
of simulation are as follows. The number of volume levels (m) was 3. The number of observations in each volume 
level (Ni) was 3. Volume of unit one was 1 ml (v1). Volumes of Multiple units were 5 ml (v2) and 10 ml (v3).

Figure 6.　Histogram of the estimate value for Case3. True values (μ) were 0.01 and 0.05–0.50 at intervals of 0.05. The 
frequency distribution of the estimate value of μ were provided as a result of 100,000 times of simulation against a 
truth value. Solid circles represent the true value. Dotted lines represent the average of estimate value of μ. The condi-
tions of simulation are as follows. The number of volume levels (m) was 3. The number of observations in each 
volume level (Ni) was 3. Volume of unit one was 1 ml (v1). Volumes of Multiple units were 5 ml (v2) and 10 ml (v3).
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Results
Simulation for survey of Japanese anchovy egg production 
in Suruga Bay
Fig. 3 compares μ̄̂-μ with μ from the results of the simula-
tions. The figure showed that 1) the curve of the MPN 
estimate against the true is upwardly convex and the abso-
lute extent of positive bias at true=0.45 are 0.12, the nega-
tive bias at true 1.0 is 0.11, 2) the absolute extent of nega-
tive bias in the MPN with the Salama correction is over 
40% at 1.0 although the extent is almost zero within the 
range that true is less than 0.25, 3) with case 3, the positive 
bias slightly exists, and 4) the extent of bias in the other 
methods is negligible.

Fig. 4 illustrates the mean square error for the methods. 
In the figure, 1) the MSE of the MPN is high to true=0.7, 
and in more than true=0.75 the MPN with the Salama cor-
rection is the highest, 2) the MSE of Case3 is high next to 
the MPN and the MPN with the Salama correction, and 3) 
the MSE in the other methods are low with an about the 
same value.

Fig. 5 and 6 show the frequency of the estimates of the 
MPN and Case 3 as an example in the SCM, respectively. 
Comparing the two figures, both shapes of the frequencies 
within μ≤0.2 are similar to each other and seemed to be 
continuous. In μ≥0.2, however, the distribution of the esti-
mates in the MPN is discontinuous although the distribu-
tion in Case 3 is smooth one around μ.

Fig. 7 shows the expectation of the total observation vol-

ume for the MPN, the bc-SCM, and a direct-count. The 
averaged volume in the bc-SCM over 0.01≤μ≤1 was less 
than 80% of the volume in the direct-count and means that 
20% and more of the expected time of observation is saved.

Discussion
The combination of measurement (P/A or direct-count) in 
the SCM and bc-SCM was classified into Cases 1–4 (Fig. 
2). Although some bias existed in the point estimate of the 
MLE in Cases 3 and 4 in the results of simulations, the bias 
was corrected by the new and past expressions for bias 
correction. Therefore the bias in the bc-SCM will be neg-
ligible. Although Fig. 3 showed that the extent of bias in 
the SCM and bc-SCM is equal, bc-SCM should be used for 
reasons of the bias existing in Cases 3 and 4.

The bc-SCM is expected to quickly give the unbiased 
estimate. Fig. 3 showed good performance of expectation 
of the estimates from the bc-SCM. The volume necessary 
for the bc-SCM and the SCM was the only 17–24% of the 
total volume (200 ml) counted by a direct-count. The Shi-
zuoka Prefectural Research Institute of Fisheries carries out 
egg production surveys for 26 stations each month. The 
time necessary for counting the eggs and larvae of the 
Japanese anchovy of the 26 samples by the bc-SCM is em-
pirically less than nineteen hour-person and this will suf-
ficiently enable us to realize an effective catch prediction 
of the whitebait fishery based on the quick assessment.

Although the simulations in the paper were based on the 
only information of the distribution of density of anchovy 
eggs in Suruga Bay, the results of the simulation can be 
applied to various densities by adjusting the size of the 
minimum volume of the unit sub-sample. For an example, 
if the expectation of egg density is greater than the range 
covered in the simulation, the results will be effective by 
reducing the size of the minimum volume to the level of 
the expectation covered by the simulations, or by diluting 
the sample.

In addition the simulations will suggest an appropriate 
size of the minimum volume of the sub-sample. Fig. 7 
showed that the observation volume in the bc-SCM was 
small when the true value is in the range from 0.15 to 0.3 
and therefore the minimum volume having the expectation 
of 0.15–0.3 is recommended as an appropriate volume.

The paper gives a general idea for the quick assessment. 
The simulation study was conducted for a candidate in the 
minimum sets of the sub-samples, where (m, Ni)=(3, 3) is 
adopted in the past studies of the MPN (Oblinger and Ko-
burger, 1975). However, the case (m, Ni) can be set to an 
arbitrary level. Based on the given condition of survey 
scale and number of staffs, someone may develop more 
appropriate combination of the volume and the number of 
the sub-sample or the decision rule of shift from (P/A) to 

Figure 7.　Relationship between the true value (μ) of egg den-
sity and the observation volume by simulation. Thick solid 
lines represent the bc-SCM. Solid lines represent a direct-
count. Two-dot chain lines represent the MPN. The condi-
tions of simulation are as follows. The number of simulations 
was 100,000. μ were 0.01 and 0.05–1.00 at interval of 0.05. 
The number of volume levels (m) was 3. The number of 
observations in each volume level (Ni) was 3. Volume of unit 
one was 1 ml (v1). Volumes of Multiple units were 5 ml (v2) 
and 10 ml (v3).
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A quick method for estimating egg density in sample

direct-count using the simulation studies.
In the actual survey the samples of egg density were 

collected from various sampling stations for estimating the 
average of egg density in the whole survey areas, and the 
efficient estimate may be obtained changing the (m, Ni) in 
station. In such cases the optimum (m, Ni) in station will 
be determined using the prior information on egg density.

The bc-SCM will be applied to density estimation of 
other fields, of which the conditions is the sequential mea-
surement, the variable quadrat (ex. volume, quadrat) in the 
measurement and the countable number.
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漁業資源卵稚仔調査サンプルの卵稚仔数推定のための迅速法

長谷川雅俊 1 †・北門利英 2・岩田繁英 2・田中栄次 2

カタクチイワシ資源等の卵稚仔量の迅速な評価は，ある
地域のシラス漁業の漁況予測のために必要な情報の一つで
ある．迅速な評価のために卵稚仔サンプルの測定時間を短
縮し，かつ平均密度の推定値の偏りを小さくする方法とし
て最確数法と直接計数を結合させた逐次結合法を開発し
た．この方法は密度が低いときは最確数法だが，測定が進

むにつれ，高密度が明らかになったなら，偏りのない直接
計数を採用し推定する方法である．この方法を駿河湾のカ
タクチイワシの調査データを使いシミュレーションで評価
した．その結果，平均値の推定値は真値とよく一致し，推
定時間も短くなることがわかった．この方法の利活用につ
いて議論した．

キーワード：卵稚仔調査，最確数法，直接計数，最尤推定，迅速評価
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